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ABSTRACT

Reinforcement learning (RL) algorithms today are hindered by their slothful rate
of learning. When faced with a new task, RL algorithms fail to efficiently explore
and learn which states have high reward. While most previous work on exploration
in RL has focused on the single-task setting, we consider the multi-task setting,
where many different reward functions can be provided for the same set of states
and dynamics. To avoid re-inventing the wheel for each task, our method learns
a single exploration policy that can quickly solve many downstream tasks. In this
work, we define our exploration objective as the distance between the distribution
over states visited by the policy and some prior distribution over states. In the
absence of any prior information, this objective reduces to simply maximizing the
marginal state entropy. We will illustrate how both standard RL and maximum
action-entropy RL fail to solve state distribution matching problems. We propose
a straightforward algorithm that iteratively fits a state density model and then up-
dates the policy to visit states with low density under this model. Extending our
approach to use mixtures of policies, we discover connections between distribu-
tion matching and the intrinsic motivation objectives based on mutual information
in prior work. We demonstrate empirically that our method can effectively solve
state distribution matching and reward-maximization tasks on complex navigation
tasks, outperforming strong baselines.

1 INTRODUCTION

In principle, reinforcement learning (RL) can acquire policies that take actions to maximize long-
term, expected utility on a wide range of tasks. In practice, RL algorithms today are hindered by
their slothful rate of learning. When faced with a new task, RL algorithms fail to efficiently explore
and learn which states have high reward.

While most previous work on exploration in RL has focused on the single-task setting, we consider
the multi-task setting, where many different reward functions can be provided for the same set of
states and dynamics. We consider two phases of training: (1) During the task-agnostic training
phase, the agent simply learns to explore. (2) When given a task reward at test-time, the agent must
adapt to maximize the task reward as quickly as possible. Since the exploration policy acquired
during training is task-agnostic, it can be used to solve a wide range of downstream tasks. One way
of viewing this few-shot learning setting is that, rather than re-inventing the wheel and learning to
explore anew for each task, we amortize the problem of exploration by learning a single exploration
policy that can be adapted to any reward function. This exploration policy can be viewed as a prior
on the policy for solving downstream tasks.

While learning a single exploration policy is potentially quite useful, it is considerably more difficult
than doing exploration throughout the course of learning a single task. For example, a reasonable
plan of action for exploring a house is to spend one episode exploring the kitchen, the next episode
exploring the living room, and the final episode exploring the bedroom. If, along the way, we find
states with high reward, we can stop exploration and continue going to those high-reward states.
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While this plan certainly results in good exploration, the policy for any particular episode is not a
good exploration policy. For example, if we naively take the final policy, we will only ever explore
the bedroom. The straightforward solution is to simply take the historical average over policies: At
the start of each episode, sample one of the three policies and use the corresponding policy to sample
actions in that episode. Our algorithm will implicitly do this.

We use the marginal entropy over states, H[s], as a metric for exploration, and seek to maximize
this objective during training. Intuitively, this objective rewards the agent for visiting states it rarely
visits. Policies that explore a wider range of states are preferred under this objective. This objective
can also be viewed as minimizing the Kullback-Leibler Divergence between the policy’s marginal
state distribution and the uniform distribution, which is the least-informative prior. In the case
where we have prior knowledge about the task, we can instead minimize the KL with some target
distribution over states. We will show that this exploration objective is optimal for solving a general
class of downstream tasks.1

While simple to state, our exploration objective cannot be maximized with standard RL because it
is not a proper reward function. The reward function depends on the policy, because the reward
given at a particular state is a function of how often the policy visits that state. We break this cyclic
dependency by learning a separate density model over states. Our algorithm alternates between (A)
updating the policy to visit states with low density under the density model, and (B) updating the
density model to reflect the states visited by the policy. Crucially, we update the policy with respect
to the historical average of density models and update the density model with respect to the historical
average of policies.

In short, the contributions of this paper are (1) a principled, provably optimal exploration objective,
(2) a convergent algorithm for maximizing this objective, and (3) analysis of our algorithm that re-
lates exploration with competitive games. Empirical experiments show that our algorithm solves
hard exploration tasks faster than state-of-the-art baselines in both navigation and manipulation do-
mains. We hope that this work will spur further work on quantifying exploration and proving when
certain exploration strategies are optimal.

2 RELATED WORK

Most prior work has looked at exploration bonuses and intrinsic motivation. Typically, these al-
gorithms (Pathak et al., 2017; Oudeyer et al., 2007; Schmidhuber, 1991; Houthooft et al., 2016)
formulate some auxiliary task, and use prediction error on that task as an exploration bonus to en-
courage the agent to visit states where the predictive model is poor. Another class of methods (Tang
et al., 2017; Bellemare et al., 2016; Schmidhuber, 2010) directly encourage the agent to visit novel
states. While all methods effectively explore during the course of solving a single task, the policy
they obtain at convergence is not a good exploration policy.

Some prior work has explicitly looked at the problem of learning to explore (Gupta et al., 2018;
Xu et al., 2018). However, these methods rely on meta-learning algorithms which are often com-
plicated and brittle. Our method is surprisingly simple, yet retains the benefit of fast test-time
adaptation. Surprisingly, little work has actually looked at maximizing state entropy, though recent
work by Hazan et al. (2018) presents a good survey of the field.

Closely related to our approach is standard maximum action entropy algorithms (Haarnoja et al.,
2018; Kappen et al., 2012; Rawlik et al., 2013; Ziebart et al., 2008; Theodorou & Todorov, 2012).
This class of algorithms are often motivated as matching a target distribution over trajectories, im-
plicitly defined by the reward function (Levine, 2018). While distributions over trajectories define
distributions over states, the relationship is complicated. Given a target distribution over states, it is
quite challenging to design a reward function such that the optimal maximum action entropy policy
matches the target state distribution. In Section C.1, we show that these maximum action entropy
algorithms cannot solve state marginal matching problems.

1It is worth noting that matching state marginals is fully general: an arbitrary trajectory matching task can
always be converted into state distribution matching tasks using a modified state space that appends all previous
states to the current state.

2



Published in the proceedings of the Workshop on “Structure & Priors in Reinforcement Learning”
at ICLR 2019

3 STATE MARGINAL MATCHING

Formally, we define the state marginal matching problem as follows. We consider a parametric
policy πθ ∈ Π , {πθ | θ ∈ Θ} and a Markov Decision Process (MDP) M with fixed episode
lengths T , dynamics function f , and initial state distribution p0. An MDPM together with a policy
π form an implicit density model over states. We overload notation to use π(s) to denote this density:

π(s) , E st∼f(st+1|st,at)
s0∼p0(s),π(at|st)

[
T∑
t=1

st = s

]
To simplify notation, we will use s ∼ π(s) to denote states generated from this implicit generative
process. Given a target distribution p∗(s) over states s ∈ S, our goal is to find a parametric policy
that is “closest” to this target distribution, where distance is measured using using the Kullback-
Leibler divergence between the state marginal distribution and the target state distribution:

max
π∈Π
−DKL(π(s) ‖ p∗(s)) (1)

Common Misinterpretations: Before proceeding, we debunk two potential misconceptions. First,
state marginal matching is not a reinforcement learning problem. While our algorithm may solve RL
problems in an inner loop, our objective is not a RL problem because the reward log p∗(s)

π(s) depends
on the policy π. Second, we use π(s) to denote the state distribution over finite-length episodes, not
the stationary distribution converged to in the infinite limit.

3.1 SINGLE POLICY

To begin, we aim to learn a single policy π(a | s) whose corresponding state distribution π(s) is
close to the target distribution p∗(s) in terms of KL divergence:

max
π∈Π
−DKL(π(s) ‖ p∗(s)) = Es∼π(s)

[
log

p∗(s)

π(s)

]
= Es∼π(s)[log p∗(s)] +Hπ[s] (2)

We immediately note that minimizing the KL divergence with the target distribution is equivalent to
maximizing the reward function r(s) , log p∗(s) with a state-entropy-regularized policy.

3.2 MIXTURE OF POLICIES

Inspired by the success of mixture models in classical density modeling (Li & Barron, 2000; Bishop,
1994), we can likewise take a mixture over a collection of latent-conditioned policies, each with
their own state distribution. We aim to learn a policy for each agent such that the marginal state
distribution (the mixture of each agent’s state distribution) closely matches the target distribution.
Using π(s | z) to denote the state distribution of the policy conditioned on the latent variable z, the
marginal state distribution is

π(s) =

∫
Z
π(s | z)π(z)dz = Ez∼π(z) [π(s | z)] (3)

As before, we will minimize the KL divergence between this mixture distribution and the target
distribution. Using Bayes rule to re-write π(s) in terms of conditional probabilities, we obtain the
following optimization problem:

max
π(·|z)

E z∼π(z)
s∼π(s|z)

log
p∗(s)

π(s|z)π(z)
π(z|s)

 = E z∼π(z)
s∼π(s|z)

[log p∗(s) + log π(z | s)− log π(s | z)− log π(z)]

(4)

This decomposition separates into a pseudo-reward function for each agent z:

rz(s) = log p∗(s)︸ ︷︷ ︸
(a)

+ log π(z | s)︸ ︷︷ ︸
(b)

− log π(s | z)︸ ︷︷ ︸
(c)

− log π(z)︸ ︷︷ ︸
(d)

(5)
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Intuitively, this says that the agent should (a) go to states that have high density under the target state
distribution, (b) go to states where this agent is clearly distinguishable from the other agents, (c) go
to states where this agent has not been before. The last term (d) says that, when choosing how often
to sample each agent, prefer the agents which are sampled less frequently.

Equation (4) bears a resemblance to the mutual-information objectives in recent work (Achiam et al.,
2018; Eysenbach et al., 2018; Co-Reyes et al., 2018). Thus, one interpretation of our work is as
explaining that mutual information objectives almost perform distribution matching. The caveat is
that prior work omits the state entropy term, − log π(s | z). This term incentivizes exploration,
possibly explaining why these previous works have failed to scale to complex tasks.

In Appendix C.1, we give a didactic example that illustrates why stochastic policies are necessary for
state marginal distribution matching. Furthermore, we formally show in Appendix A that learning a
policy and a density model jointly is an adversarial, zero-sum game; and that there always exists a
solution to the problem if we use a mixture model (by the Nash existence theorem).

3.3 A PRACTICAL ALGORITHM

We now extend the state-entropy maximizing procedure to maximize the distribution matching ob-
jective. We learn a separate density model over states, q(s) ≈ π(s), to break the cyclic dependency
between the reward function and the policy. For the single policy case, the only change is to maxi-
mize the policy w.r.t. the log difference of the target density and the learned density:

qt+1(s)← arg max
q∈P

1

t

t∑
i=1

Es∼πt(s) [log q(s)]

πt+1 ← arg max
πt∈Π

Es∼πt(s)[log p∗(s)− log qt+1(s)]

In the mixture-modeling setting, we additionally learn a discriminator d(z | s) that predicts the
mixture component from the state. Jensen’s inequality tells us that maximizing the log-density of
the learned discriminator will maximize a lower bound on the true density (see Agakov (2004)):

Es∼π(s|z),z∼π(z)[log d(z | s)] ≤ Es∼π(s|z),z∼π(z)[log p(z | s)]

In our experiments, we leave the latent prior π(z) as fixed and uniform. The resulting algorithm
iterates between the following steps, while sampling z ∼ π(z) at the start of each epoch:

q
(z)
t+1 ← arg max

q∈P

1

t

t∑
i=1

Es∼πt(s|z)[log q(s)]

dt+1 ← arg max
d

Es∼πt(s|z),z∼π(z)[log d(z | s)]

πt+1 ← arg max
πt∈Π

Es∼πt(s|z),z∼π(z)

[
log p∗(s)− log q

(z)
t+1(s) + log dt+1(z | s)− log π(z)

]
4 EXPERIMENTS

Question 1: Does state marginal matching accelerate exploration in hard exploration tasks?

Figure 1: Ant navigation.

To answer this question, we designed a suite of navigation
tasks, one of which is shown in Figure 1. The agent starts at
the center and must reach a goal at the end of one of the three
hallways. We can vary the length of the hallway and the num-
ber of halls to finely control the task difficulty to effectively
measure exploration. We consider both 2D navigation where
the agent is a point mass moving in (x, y)-coordinates, and 3D
navigation where the agent is a MuJoCo Ant robot (Todorov
et al., 2012) learning to control its joints. See the appendix for
full experimental details, additional experiments and ablation
analysis.

To begin, we define our target state distribution to place mass at the end of one hallway. Figure 2a
shows how the time to solve the task varies as we increase the difficulty of the task by increasing
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Figure 2: On a 2D navigation task, we observe that our method (a) solves sparse reward navigation
tasks significantly faster than SAC (1 epoch = 1k steps) and (b) can capture multi-model target
distributions, especially when using mixtures of policies. (c) On the manipulation task, our method
visits more goals. All error bars show 50% confidence interval across 5 random seeds.
the length of the halls. We observe that only our method can solve the task with long hallways, and
using mixtures of policies aids exploration, enabling the agent to solve the task in less time.

Question 2: Do mixtures of policies capture complex target distributions?

We increased the number of hallways and defined the target state distribution to put probability mass
at the end of each hallway. For a given agent (with either a single policy or a mixture of policies), we
counted the number of times it reached the end of each hallway during training. Figure 2b records
this fraction of hallways explored as we vary the number of hallways. While SAC rarely visits more
than 20% of the goals, our method consistently visits 60% of goals. More importantly, we find that
mixture policies visit more goals, suggesting that they better capture the multi-modal nature of the
target density. Note that in all experiments, we run each method for the same number of environment
transitions; a mixture of 3 policies does not get to take 3 times more transitions.

Question 3: Does state marginal matching allow us to quickly learn tasks provided at test time?

We applied our method to the Fetch manipulation environ-
ment (Plappert et al., 2018), shown to the right. We defined the
target distribution to place uniform probability on states where the
block was on the table and very low probability to states off the
table. The target distribution also incorporated the prior that ac-
tions should be small and the arm should be close to the object (see
Appendix D.2 for more details). We trained both our method and
SAC on the same reward function (i.e., target distribution). At test
time, we sampled goal states uniformly on the table and finetuned
each agent for 100 steps. The goal state is not given to the agent,
requiring the agent to explore the table.

Figure 2c shows that our method effectively explores
and quickly finds the goal state, while the baseline
(SAC) struggles to find over 70% of goals. The fig-
ure on the right shows the xy-coordinates of the sam-
pled goal locations (on the table surface) at test time,
colored according to the number of episodes it took
each algorithm to find the goal (blue = 0 episodes,
red = 100 episodes). The block starts at the center of
the table and goals (shown as red/blue dots) are some
distance away. We observe that our method (“SMM
8”) quickly finds most goals while SAC fails to reach
a large portion of the goals.

5 DISCUSSION

In this paper, we introduced a formal objective for exploration along with an algorithm for optimiz-
ing it. Experiments on navigation and manipulation tasks demonstrated how our method accelerates
standard RL and allows for fast adaptation to new tasks provided at test time. Broadly, we be-
lieve that state marginal matching is a flexibly tool for incorporating priors into RL algorithms to
accelerate learning.
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A MAXIMIZING STATE ENTROPY

An integral part of optimizing the state marginal matching objective (Eq. 2) is maximizing the
marginal state entropy of the policy, maxπ Es∼π[− log π(s)]. Optimizing this is difficult be-
cause the objective depends on π in two places. To break this cyclic dependency, we can de-
couple this dependency by introducing a proxy. We introduce a parametric state density model
qφ ∈ Q , {qφ | φ ∈ Φ} proxy distribution q to model the state density. If the class of density
models is sufficiently expressive so the marginal state distribution of every policy π ∈ Π can be
represented by a density model q ∈ Q, then we can optimize the policy w.r.t. the proxy distribution:
Lemma A.1. Let a set of policies Π and density models Q be given. If for any π ∈ Π there exists
q ∈ Q such that DKL(π ‖ q) = 0, then the following optimization problems are equivalent:

max
π

Eπ[− log π(s)] and max
π

min
q

Eπ[− log q(s)]

Now, we aim to solve the second optimization. We can formalize optimization problem as an equi-
librium of a two-player, zero-sum game between a policy player, whose strategies are to selecting
policy parameters, and a density player, whose strategies are to select density models of states. Note
that we now have two sets of actions to distinguish between: (i) those due to traditional RL problem
(actions) and (ii) those due to the decision problem (strategies).

max
φ

Es∼π[log π(s)]

The Nash existence theorem proves that such a stationary point always exists:
Theorem A.2 (Nash (1951)). Every two-player, zero-sum game with finite actions has a mixed
strategy equilibrium point:

While the number of strategies for both players is large, the finite precision of computers dictates
that the number of pure strategies (all unique combinations of neural network parameters) be finite:
|Θ|, |Φ| <∞. While Theorem A.2 proves that a stationary point exists, it fails to provide a method
for finding it. Fictitious play (Brown, 1951) provides an algorithm that does converge to a station-
ary point by having each player iteratively choosing the best strategy in response to the historical
average of the opponent’s strategies.
Theorem A.3 (Robinson (1951)). If two players use fictitious play in a zero-sum game, the historical
average of their strategies will converge to a Nash equilibrium in the limit.

Moreover, Robinson (1951) suggests and Daskalakis & Pan (2014) further explain how fictitious
play will converge to achieve a value within ε of a Nash Equilibrium within finite time.

In our setting, fictitious play alternates between (1) fitting the density model to the historical average
of policies, and (2) updating the policy with RL to minimize the log-density of the state, using a
historical average of the density models:

qt+1 ← arg max
q

1

t

t∑
i=1

Eπt
[log q(s)] (6)

πt+1 ← arg max
q

Eπ

[
− log

(
1

t

t∑
i=1

qi(s)

)]
(7)

In practice, we can efficiently implement Equation 6 and avoid storing the policy parameters from
every iteration by instead storing sampled states from each iteration. This is equivalent to main-
taining an infinite-sized replay buffer, and fitting the density to the replay buffer at each iteration.
We cannot perform the same trick for Equation 7, and instead resort to approximating the historical
average of density models with the most recent iterate:

πt+1 ← arg max
q

Eπ[− log qt(s)]

B ALTERNATIVE DERIVATION OF MIXTURE POLICY REWARD

The language of information theory gives an alternate view on the objective in Equation 4. First, we
recall that mutual information can be decomposed in two ways

I(s; z) = H[s]−H[s | z] = H[z]−H[z | s]. (8)
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Thus, we have the following identity:

H[s] = H[s | z] +H[z]−H[z | s] (9)

Plugging this identity into Equation 4, we see that our mixture policy approach is identical to single
agent approach (Equation 2), albeit using a mixture of policies:

F(π) = Ez∼π(z)[Es∼π(s|z)[log p∗(s)]] +H[s] (10)

C ADDITIONAL EXPERIMENTS

C.1 2-ARMED BANDIT

We give a didactic example that illustrates why of stochastic policies are necessary for distribution
matching. We will examine a 2-arm bandit, and will assume that the target distribution over the
two arms is r(s) = (r1, r2). First, we consider trying to do distribution matching with a single,
deterministic policy. It is clear that, for any reward function, the policy can only choose a single
action. Thus, unless r(s) is a Dirac Delta function, a deterministic policy cannot match arbitrary
state distributions.

Next, we consider a mixture policy on the same, 2-armed bandit. We consider two agents, one
which always chooses arm 1 and the second always chooses arm 2. Our only free parameters are
the distribution over agents, π(z). Setting this equal to the target distribution p(z), the resulting
mixture of policies matches the target distribution. Note that since actions are equivalent to states in
the MDP, a maximum action policy would likewise succeed in distribution matching on this task. In
general, action-entropy policies will fail to perform distribution matching, as illustrated in the next
example.

C.2 2-STATE MDP

Figure 5: One a 2-state MDP, our algorithm con-
verges to have a uniform marginal distribution
over states while a maximum action-entropy pol-
icy does not.

We consider another simple task to illustrate
why action entropy is insufficient for distri-
bution matching. We consider an MDP with
two states and two actions, shown in Figure 5,
and no reward function. A standard maximum
action-entropy policy (e.g., SAC) will choose
actions uniformly at random. However, be-
cause the self-loop in state A has a smaller
probability that the self-loop in state B, the
agent will spend 60% of its time in state B and
only 40% of its time in state A. Thus, maximum
action entropy policies will not yield uniform
state distributions. We apply our method to learn a policy that maximizes state entropy. As shown
in Figure 5, our method achieves the highest possible state entropy.

While we consider the case without a reward function, we can further show that there does not exist
reward function for which the optimal policy achieves a uniform state distribution. It is enough to
consider the relative reward on state A and B. If r(A) > r(B), then the agent will take actions to
remain at state A as often as possible; the optimal policies achieves remains at state A 91% of the
time. If r(A) < r(B), the optimal policy can remain at state B 100% of the time. if r(A) = r(B),
all policies are optimal and we have no guarantee that an arbitrary policy will have a uniform state
distribution.

C.3 ABLATION ANALYSIS ON 2D NAVIGATION

We perform an ablation of our method on the 2D navigation task (Section 4) to understand the
relative contribution of each component. Figure 6a compares our method to baselines that lack con-
ditional state entropy, conditional action entropy, or both (i.e, SAC). We observe that both these
ingredients are crucial to our method’s success, and combining both terms further accelerates learn-
ing.
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(a) Ablation analysis on 2D navigation task.
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Figure 6: (a) Our method relies heavily on both key differences from SAC. (b) Our method solves
sparse reward navigation tasks significantly faster than SAC, and state entropy is especially impor-
tant for 3D (Ant) navigation. All error bars show 50% confidence interval across 5 random seeds.

C.4 3D NAVIGATION

To test whether our results scale to even more complex tasks, we also compare the exploration
ability of SAC vs. our method on a complex 3D navigation task. The environment topology (shown
in Figure 1) is the same as the 2D navigation tasks in Section 4, with three hallways of various
lengths. However, the point mass agent is replaced with a MuJoCo Ant robot that has to learn to
move its joints in order to move around the environment.

In order to measure exploration capability, we place a goal location at the end of every hallway, and
measure the number of training epochs for the agent to reach any of the goals. In Figure 6b, we
compare the performance of SAC vs. our method on the 3D navigation task. We see that our method
solves the task significantly faster than SAC. We note that, if the maximum time horizon per episode
is increased from 500 to 750 steps, SAC is able to solve 3D Navigation with hall length 3 after about
700 epochs (but still fails to solve for hall lengths > 3). On the other hand, our method is able to
quickly solve 3D Navigation for all hall lengths with either 500 or 750 maximum episode steps, and
we observe that state entropy is especially helpful in the 3D navigation task.

D ENVIRONMENTS

D.1 STARENV

StarEnv consists of an agent (point mass or Ant robot) that is spawned at a center location connecting
n long corridors. Its task is to navigate to the end of a goal corridor i ∼ Categorical(p1, . . . , pn),
where p1, . . . , pn are known. Let gi be the goal location for each corridor i ∈ [n].

The state vector s ∈ S includes the xy-coordinates of the agent, srobot ∈ R3. The state marginal
distribution is

p∗(s) ∝ exp(rgoal(s))

where

rgoal(s) =

{
pi if ‖srobot − gi‖22 < ε for any i ∈ [n]

0 otherwise

For the StarEnv, we experimented with a variety of scaling factors for each component in the loss
(state entropy, latent conditional entropy, action entropy, and reward scale). We found in preliminary
experiments that for most cases, setting all entropy scales to 1 worked well. For the rest, we used
the default SAC hyperparameters: learning rate 3e-4, discount factor 0.99, and initial target weight
τ = 0.005. For a density model, we simply discretized the agent’s (x, y) coordinate and counted the
visitation frequency of each bin.
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Point Mass: We found a reward scale of 10 or 25 worked decently. For experiments involving
Fig. 2b we found that an increased latent conditional entropy of 10 encouraged more significant
exploration and used that for all results in that figure with a latent vector dimension larger than 1.
Episodes had a maximum time horizon of 100 steps, after which they were terminated.

Ant: We found that a reward scale of 25 worked decently. The maximum time horizon per episode
was set to 500 steps.

D.2 FETCHENV

FetchEnv consists of a robot with a single gripper arm, and a block object resting on top of a table
surface. The robot’s task is to move the object to a goal location g ∈ R3 which is not observed by
the agent, thus requiring the agent to explore the table.

The state vector s ∈ S includes the action a taken by the robot and the xyz-coordinates sobj, srobot ∈
R3 of the object and the robot gripper, respectively. The target state marginal distribution is given
by

p∗(s) ∝ exp (rgoal(s) + rrobot(s) + raction(s))

where the rewards

rgoal(s) := 1(sobj is above the table surface)

rrobot(s) := −‖sobj − srobot‖22
raction(s) := −‖a‖22

correspond to (1) a uniform distribution above the table surface, (2) distance between object and
robot gripper, and (3) action penalty, respectively.

We used a VAE as our density model, demonstrating that SMM can be readily applied to high-
dimensional tasks.

During test time, we sample a goal object location g ∈ R3 uniformly across the table, and finetune
the baselines using the sparse reward yg(s) = 1(‖sobj − g‖ < ε).
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