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ABSTRACT

The history of learning to control has been an exciting back and forth between
two broad classes of algorithms: planning and reinforcement learning. Planning
algorithms effectively reason over extraordinarily long horizons, but are limited by
their dependence on a hand-crafted local policy and distance metric over collision-
free paths. Reinforcement learning excels at learning policies and predicting
reachability through value functions, but fails to plan over long horizons. Despite
the successes of each method on various tasks, long horizon, sparse reward tasks
with high-dimensional remain exceedingly challenging for both planning and
reinforcement learning algorithms. Frustratingly, these sorts of tasks are potentially
the most useful, as they are simple to design (a human only need to provide
an example goal state) and avoid injecting bias through reward shaping. We
introduce a general-purpose control algorithm that combines the strengths of
planning and reinforcement learning to effectively solve these tasks. Our main
idea is to decompose the task of reaching a distant goal state into a sequence of
easier tasks, each of which corresponds to reaching a particular subgoal. Using
graph search over our replay buffer, we can automatically generate this sequence
of subgoals, even in image-based environments. Our framework, Search on the
Replay Buffer (SoRB), enables agents to solve sparse reward tasks over hundreds
of steps, and generalizes substantially better than standard RL algorithms.

1 INTRODUCTION

Figure 1: SoRB: In this cartoon illustration of
SoRB, the robot makes a plan to bake a cake. Our
algorithm, SoRB, automatically finds the subgoals
via graph search over previously-seen images.

How should agents learn to solve complex, tem-
porally extended tasks? How should agents
acquire the ability to reach new goals spec-
ified at test time? Classically, planning al-
gorithms give use one tool for learning such
tasks. While planning algorithms work well for
tasks where it is easy to determine distances be-
tween states and easy to design a local policy
to reach nearby states, both of these require-
ments become roadblocks when applying plan-
ning to high-dimensional (e.g., image-based)
tasks. Learning algorithms excel at handling
high-dimensional observations, but reinforce-
ment learning – learning for control – fails to
reason over long horizons to solve temporally extended tasks. Moreover, existing RL algorithms
cannot be repurposed learned policies to achieve new goals specified at test time.

Recent work has introduced goal-conditioned RL (Schaul et al., 2015; Pong et al., 2018) in an attempt
to acquire a single agent that can reach a wide range of goals. The overarching idea is that learning to
reach a wide range of goals will allow the policy to generalize to new goals and be more data efficient
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than learning a separate policy for each goal. In practice, goal-conditioned RL succeeds in reaching
nearby goals but fail to reach distant goals; performance degrades quickly as the number of steps to
the goal increases. Moreover, goal-conditioned RL often requires large amounts of reward shaping,
which can limit the asymptotic performance of the policy by discouraging the policy from seeking
novel solutions.

We propose to solve long-horizon sparse reward tasks by decomposing the task into a series of easier
goal-reaching tasks. We learn a goal-conditioned policy for solving each of the goal-reaching tasks.
Our key insight is that we can reduce the problem of finding these subgoals to solving a shortest
path problem over states that we have previous visited. Using a distance metric extracted from our
goal-conditioned policy, we solve the shortest path problem over previously visited states. We call
this general framework Search on Replay Buffer (SoRB).

Our primary contribution is a framework (SoRB) that bridges planning and deep RL to solving
long-horizon, sparse reward tasks. We develop a practical instantiation of this framework using
ensembles of distributional value functions, which allow us to robustly learn distances and use them
for risk-aware planning. Empirically, we find that our method generates effective plans to solve
long horizon navigation tasks, even in image-based domains. Comparisons with state-of-the-art RL
baselines show that SoRB is substantially more successful in reaching distant goals.

2 BRIDGING PLANNING AND REINFORCEMENT LEARNING

Algorithm 1 Inputs are the current state s, the goal
state g, the active set T , the learned policy π and
its value function V . Returns an action a.

function SEARCHPOLICY(s, g, T , V, π)
dsp, w1 ← SHORTESTPATH(s, g, T , V )
dπ ← −V (s, g)
if dsp < dπ or dπ > MAXDIST then

a← π(a, | s, w1)
else

a← π(a, | s, g)
return a

Planning algorithms must (1) sample valid
states (i.e., in free space), (2) determine
which pairs of states are reachable, and
(3) estimate the distance between reach-
able pairs of states. These requirements are
difficult to satisfy in complex tasks with
high dimensional images. For example,
consider a robot arm stacking blocks us-
ing image-based observations. Sampling
states requires generating photo-realistic
images, and determining reachability re-
quires reasoning about dozens of interac-
tions between blocks. Our method will
obtain distance and reachability estimates using a reinforcement learning algorithm. To sample states,
we will simply use a replay buffer of previously visited states as a non-parametric generative model.
Our approach is outlined in Algorithm 2: after learning distances using off-policy RL, we do graph
search to find a set of waypoints, and then use the learned policy to reach these waypoints.

Assumptions: Unlike planning algorithms, we do not assume that we have access to a reachability
oracle or a distance oracle. However, we do assume that we have a state identity oracle id : S × S →
{0, 1} that takes as input two states, and outputs 1 if those states are with nearly identical. One way
to remove this assumption is to say two states are identical if their distance in some representation
space is small. We leave this as future work.

2.1 LEARNING DISTANCES WITH REINFORCEMENT LEARNING

We consider an agent that maximizes its cumulative, undiscounted reward. We define the reward for
s and action a with respect to goal g as

r(s, g, a) ,

{
−1 if id(s, g) = 1

0 otherwise
(1)

Crucially, we will terminate the episode as soon as the agent reaches the goal. With these ingredients
in hand, we observe a close connection between the Q values and shortest paths. We define dsp(s, g)
to be the shortest path distance from state s to state g. That is, dsp(s, g) is the expected number of
steps to reach g from s under the optimal policy. The value of state s with respect to goal g is simply
the negative shortest path distance: V (s, g) = −dsp(s, g). Overloading notation, we can define
dsp(s, g, a) as the shortest path distance, conditioned on initially taking action a. Then Q values
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also equal a negative shortest path distance: Q(s, g, a) = −dsp(s, g, a). Thus, we have reduced the
problem of learning distances into a standard RL problem.

2.2 DISTANCES VIA DISTRIBUTIONAL REINFORCEMENT LEARNING

Figure 2: Bellman update for distribu-
tional distance learning.

Standard Q-learning with the reward function in Equa-
tion 1 will fail to learn accurate distance estimates. The
true value for a state and goal that are unreachable is −∞,
which cannot be represented by a standard, feed-forward
Q-network. Simply clipping the Q-value estimates to be
within some range avoids the problem of ill-defined Q-
values, but results in very unstable learning dynamics. We
adopt distributional Q-learning (Bellemare et al., 2017),
noting that is has a convenient form when used with the
reward function in Equation 1. In distributional RL, we
discretize the possible value estimates into discretized set
of bins B = (B1, B2, · · · , BN ). For learning distances,
the bins B are simply distances, so Bi corresponds to the probability that the current state and goal
are i steps away from one another. Our Q-function predicts a distribution Q(s, g, a) ∈ PN over
these bins, where Q(s, g, a)i is the predicted probability that states s and g are i steps away from one
another. To avoid ill-defined Q-values, the final bin, BN is a catch-all for predicted distances of at
least N . Importantly, this gives us a well-defined method to represent large and infinite distances.
Under this formulation, the targets Q∗ for our Q-values have a simple form:

Q∗ =

{
(1, 0, · · · , 0) if id(s, g) = 1

(0, Q1, · · · , QN−2, QN−1 +QN ) if id(s, g) = 0

As illustrated in Figure 2, if the state and goal are equivalent, then the target places all probability
mass in bin 1. Otherwise, the targets are a right-shift of the current predictions. To ensure the
target values sum to one, the mass in bin N of the targets is the sum of bins N − 1 and N from the
predicted values. Following Bellemare et al. (2017), we update our Q function by minimizing the KL
divergence between our predictions Qθ and the target Q∗.

3 EXPERIMENTS

Figure 3: Simple 2D Navigation: An agent that combines a feedforward policy with search is
substantially more successful at reaching distant goals than using the feedforward policy alone.

3.1 DIDACTIC EXPERIMENT: SIMPLE 2D NAVIGATION

We start by gaining intuition for our method by applying it to two simple, 2D navigation tasks (details
in Appendix B). The magnitude of the agent’s actions is intentionally small, so reaching the goal can
take over 100 steps, even for the optimal policy. Figure 3 visualizes the success rate as we vary the
distance to the goal. We observe that the learned policy can reach nearby goals, but fails to generalize
to distant goals. In contrast, the search policy successfully generalize in reaching these distant goals.

3.2 SEARCHING OVER IMAGES FOR VISUAL NAVIGATION

We now examine how our method scales to high-dimensional observations. We apply SoRB to visual
navigational in SunCG houses (Song et al., 2017), similar to the task described in Fu et al. (2019).
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Figure 4: Visual Navigation: RL algorithms without search (HER, C51, and HER + C51) degrade
quickly as the distance to the goal increases, while our method (SoRB) continues to succeed in
reaching goals.

The agent receives either RGB or Depth images and takes actions to move North/South/East/West.
To mitigate partial observability, we stitch four images into a panorama, so the resulting observation
has dimension 4× 24× 32× C, where C is the number of channels (3 for RGB, 1 for Depth).

Figure 5: Visual Navigation: Rollouts of the base-
line RL policy (top) and the search policy (bottom)
on the same start and goals. The agent does not
have access to the global (x, y) position.

We evaluate three state-of-the-art base-
lines: Hindsight Experience Replay
(HER) (Andrychowicz et al., 2017), Dis-
tributional RL (C51) (Bellemare et al., 2017),
and a combination of both baselines (HER
+ C51). Our method, SoRB, is obtained by
performing search on top of the HER + C51
baseline. Figure 4 shows that while all baselines
degrade quickly as the distance to the goal
increases, our method continues to succeed in
reaching goals with probability around 90%.
We run another experiment to study how our
search policy generalizes to new domains in
Appendix C.

4 RELATED WORK

Planning Algorithms: Planning algorithms (LaValle, 2006; Choset et al., 2005) efficiently solve
long-horizon tasks, including those that stymie reinforcement learning algorithms (see, e.g., Levine
et al. (2011); Kavraki et al. (1996); Lau & Kuffner (2005)). However, these techniques assume that we
can (1) efficiently sample valid states and (2) estimate the distance between two states, which make it
challenging to apply these techniques to high-dimensional tasks (e.g., with image-based observations).
Our method removes these assumptions by (1) sampling states from the replay buffer and (2) learning
the distance metric with reinforcement learning. While the underlying motion planner we use is
quite simple (namely, Dijkstra), we believe that the key idea of uses distance estimates obtained from
RL algorithms for planning will open doors to incorporating more sophisticated motion planning
techniques into reinforcement learning.

Goal-Conditioned Reinforcement Learning: Goal conditioned policies (Kaelbling, 1993b; Schaul
et al., 2015; Pong et al., 2018) take as input the current state and a goal state, and predict a sequence of
actions to arrive at the goal. Our algorithm learns a goal conditioned policy to reach waypoints along
the planned path. Recent algorithms (Andrychowicz et al., 2017; Pong et al., 2018) combine off-policy
RL algorithms with goal-relabelling to improve upon the sample complexity and robustness of goal
conditioned policies. Similar algorithms have been proposed for visual navigation (Anderson et al.,
2018; Gupta et al., 2017; Zhu et al., 2017; Mirowski et al., 2016). A common theme in recent work is
learning distance metrics to accelerate reinforcement learning. While most methods (Florensa et al.,
2019; Savinov et al., 2018; Wu et al., 2018) simply perform RL on top of the learned representation,
our method explicitly performs search using the learned metric. We choose an off-policy RL
algorithm (Lillicrap et al., 2015) with goal relabelling and distributional RL (Bellemare et al., 2017))
not only for improved data efficiency, but also to obtain good distance estimates.

Hierarchical RL: Hierarchical RL algorithms automatically learn a set of primitive skills to help an
agent learn complex tasks. One class of methods (e.g., Kaelbling (1993a); Parr & Russell (1998);
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Sutton et al. (1999); Precup (2000); Vezhnevets et al. (2017); Nachum et al. (2018); Frans et al.
(2017); Bacon et al. (2017); Kulkarni et al. (2016)) jointly learn a low-level policy for performing each
of the skills, and a high-level policy for sequencing these skills to complete a desired task. Another
class of algorithms (e.g., Fox et al. (2017); Şimşek et al. (2005); Drummond (2002)) focus solely on
automatically discovering these skills or subgoals. SoRB learns primitive skills that correspond to
goal-reaching tasks, similar to Nachum et al. (2018). For sequencing these skills, SoRB directly relies
on graph search, rather than learning an explicit, high-level policy. Learning the high-level policy is a
often quite challenging because it is non-stationary: the actions for the high-level policy correspond
to running certain low-level skills, but the meaning of the actions changes as the low-level skills
are updated throughout training. Moreover, SoRB is more interpretable: it is easier to reason about
shortest paths than deep neural networks. Whereas most hierarchical RL algorithms can be applied to
any task, SoRB only works on goal-reaching tasks. We argue that the class of goal-reaching tasks is
not overly restrictive, and provides rich structure in the form of shortest paths that algorithms like
SoRB can exploit to obtain more efficient policies.

model real states multi-step prediction
dimension

state-space 3 3 1000s+
latent-space 7 7 10s

inverse 3 7 10s
SoRB 3 3 1

Figure 6: Four classes of model-based RL methods.
Dimensions in the last column correspond to typi-
cal robotics tasks with image/lidar observations.

Model Based RL: Reinforcement learning
methods are typically divided into model-
free (Williams, 1992; Schulman et al., 2015b;a;
2017) and model-based (Watkins & Dayan,
1992; Lillicrap et al., 2015) approaches. Model-
based approaches all perform some degree of
planning, from predicting the value of some
state (Silver et al., 2016; Mnih et al., 2013), ob-
taining representations by unrolling a learned
dynamics model (Racanière et al., 2017), or
learning a policy directly on a learned dynamics
model (Sutton, 1990; Chua et al., 2018; Kuru-
tach et al., 2018a; Finn & Levine, 2017; Agrawal et al., 2016; Oh et al., 2015; Nagabandi et al., 2018).
One line of work (Amos et al., 2018; Srinivas et al., 2018; Tamar et al., 2016; Lee et al., 2018) embeds
a differentiable planner inside a policy, with the planner learned end-to-end with the rest of the policy.
Other work (Watter et al., 2015; Lenz et al., 2015) explicitly learns a representation for use inside
a standard planning algorithm. Broadly, model-based approaches fall into three classes, learning
a state-space transition model (Chua et al., 2018; Deisenroth & Rasmussen, 2011), a latent-space
models (Hafner et al., 2018; Watter et al., 2015; Zhang et al., 2018; Kurutach et al., 2018b), or a
inverse-action models (Pathak et al., 2017; Agrawal et al., 2016; Nair et al., 2017). In contrast, SoRB
learns to predict the distances between states, which can be viewed as a high-level inverse model.
SoRB predicts a scalar (the distance) rather than actions or observations, making the prediction
problem substantially easier. By planning over previously visited states, SoRB does not have to
cope with infeasible states that can be predicted by forward models in state-space and latent-space.
While inverse action models consider a pair of consecutive states, SoRB considers distances between
arbitrary pairs of states, allowing it to be readily applied to multi-step problems.

5 FUTURE WORK

In summary, we present SoRB as a method for combining planning algorithms with reinforcement
learning. By exploiting the structure of goal-reaching tasks, we can obtain policies that generalize
substantially better than those learned directly from RL. We believe that further work in this direction
will facilitate sharing of ideas between planning and learning communities.

Acknowledgements: We thank Vitchyr Pong, Xingyu Lin, and Shane Gu for helpful discussions on
learning goal-conditioned value functions, and Brian Okorn for feedback on connections to motion
planning.
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A EFFICIENT SHORTEST PATH COMPUTATION

Algorithm 2 Inputs are the current state s, the goal
state g, the active set T , and the value function V .
Returns the length and first waypoint of the shortest
path.

function SHORTESTPATH(s, g, T , V )
// Matrices: Dπ, DT→T , Ds→g ∈ R|T |×|T |
// Vectors: Ds→T , DT→g ∈ R|T |
Dπ ← −V (T , T ) . cached
DT→T ← FLOYDWARSHALL(Dπ) .

cached
Ds→T ← −V (s, T )
DT→g ← −V (T , g)
Ds→g ← Ds→T +DT→T + (DT→g)

T

dsp ← min
u,v∈T

Ds→g[u, v]

w1, wn ← arg min
u,v∈T

Ds→g

return dsp, w1

Our policy solves a shortest path problem
every time it recomputes a new waypoint.
Naı̈vely running Dijkstra’s algorithm to
compute a shortest path among the states in
our active set T requires O(|T |2) queries
of our value function. While the search
algorithm itself is fast, it is expensive to
evaluate the value function on each pair of
states at every time step.

In our implementation (Algorithm 2), we
amortize this computation across many
calls to the policy. We periodically period-
ically evaluate the value function on each
pair of nodes in the active set, and then used
the Floyd Warshall algorithm to compute
the shortest path between all pairs. This
takes O(|T |3) time, but only O(|T |2) calls
to the value function. Let D ∈ R|T |×|T |
be the resulting matrix storing the shortest
path distances between all pairs of states in the active set. Now, given a start state s and goal state g,
the shortest path distance is

dsp(s, g) = min

(
min
u,v∈T

d(s, u) +D[u, v] + d(v, g), d(s, g)

)
This computation requires O(|T |) calls to the value function, substantially better than the O(|T |2)
calls required with the naı̈ve implementation.

The cost of this amortized computation is that we use stale distance estimates. In practice, we
find that distance estimates vary slowly throughout training, so the stale distance estimates remain
approximately correct.

B ENVIRONMENTS

B.1 2D NAVIGATION ENVIRONMENTS

Figure 7: Navigation environments.

We used two simple navigation environments, Point-U and Point-FourRooms, shown in Figure 7.
In both environments, the observations are the location of the agent, s = (x, y) ∈ R2. The agents
actions a = (dx, dy) ∈ [−1, 1]2 are added to the agents current position at every time step. We tuned
the environments so that the baseline algorithm would perform as well as possible. Observing that
the baseline agent would get stuck at corners, we modified the environment to automatically add
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Gaussian noise to the agents action. The resulting dynamics were

st+1 = proj(st + at + εt) where εt ∼ N (0, σ2)

where proj() handles collisions with walls by projecting the state to the nearest free state. We used
σ2 = 1.0 for Point-U, and σ2 = 0.1 for the (larger) Point-FourRooms environment.

B.2 VISUAL NAVIGATION

For the visual navigation tasks, success is defined as arriving within 1 meter of the goal state in 100
steps. In Figure 4, each line corresponds to one of 5 random seeds. For each distance, each random
seed was evaluated on 30 randomly-sampled (start, goal) pairs. Figure 5 shows example rollouts of
the baseline HER + C51 (top) and out method (bottom). To avoid cherry-picking, we saved the first 3
rollouts of the first random seed when evaluating on the most distant set of goals (≈ 20 steps).

C GENERALIZATION

Figure 8: Generalization in Visual Navigation: After training on 100 environments, we collect data
in a new environment to use for search. Opaque lines correspond to average success rate (across 30
start-goal pairs) across 3 training runs (with different random seeds) across 22 held-out houses

We study the generalization of our method on the visual navigation tasks. We train on a set of 100
houses. At test time, collect random data from the test environment and use that data to perform
search. Figure 8 compares our method to the HER + C51 baseline. With RGB observations, neither
method performs better than a random policy. Surprisingly, with Depth observation, our method
reaches almost 80% of goals that are 10 steps away, and more than 40% of goals that are 20 steps
away.

D TRICKS FOR LEARNING DISTANCES WITH RL

1. Small learning rates: Especially for the image-based tasks, we found that RL completely
failed with using a critic learning rate larger than 1e-4. Smaller learning rates work too, but
take longer to converge.

2. Distributional RL: The value function update for distributional RL has a particularly nice
form when values correspond to distances. Additionally, distributional RL implicitly clips
the values, preventing the critic to predict that unreachable states are infinitely far away.

3. Termination Condition: Carefully consider whether you set done = True at the end of
each episode. In our setting the agent received a reward of -1 at each time step, so the value
of each state was negative. An optimal agent therefore attempts to terminate the episode
as quickly as possible. We only set done = True when the agent reached the goal state,
not when the maximum number of time steps was reached or when it reached some other
absorbing state.

4. Ensembles of Value Functions: Predicted distances from a single value function can be
inaccurate for unseen (state, goal) pairs. When performing search using these predicted
distances, these inaccurately-short predictions result in “wormholes” through the environ-
ment, where the agent mistakenly believes that two distant states are actually nearby. To
mitigate this, we trained multiple, independent critics in parallel on the same data, and then
aggregated predictions from each before doing search. Surprisingly, we found that taking
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the average predicted distance over the ensemble worked as well as taking the maximum
predicted distance. We tried accelerating training by using shared convolutional layers for all
critics in the ensemble, but found that this resulted in highly-correlated distant predictions
that exhibited the “wormhole” problem.

E FAILED EXPERIMENTS

1. Goal Relabelling: As mentioned above, we tried to combine our method with off-policy
goal relabelling (Andrychowicz et al., 2017; Pong et al., 2018). Surprisingly, we found that
this hurt performance of the non-search policy, and had no effect on the search policy.

2. Lower-bounds on Q-values: We attempted to use the search path to obtain a lower bound
on the target Q-values during training. In the Bellman update, we replaced the distance
predicted by the target Q-values with the minimum of (1) the distance predicted by the target
Q-network and (2) the distance of the shortest search path. This can be interpreted as a
generalization of the single-step lower bound from Kaelbling (1993b). Initial experiments
showed this approach slowed down learning, and in some cases prevented the algorithm
from converging. We hypothesize that Q-learning is must more sensitive to error in the
relative values of two actions, rather than the absolute value of any particular action. While
our lower-bound method likely decreased the absolute error, it did not decrease the relative
error (and may have even increased it).

3. TD3-style Ensemble Aggregation: In our main experiments, we aggregated distance predic-
tions from the ensemble of distributional critics by first computing the expected distance
of each critic, and then averaging the predicted means. This approach ignores the fact that
our critics are distributional. Inspired by the stability of TD3, we attempted to apply a
similar approach to aggregating predictions from the ensemble of distributional critics. The
naı̈ve approach of taking the minimum for each atom does not work because the resulting
distribution will not sum to one. Instead, we first compute the cumulative density function
(CDF) of each critic and then take the pointwise maximum over the CDFs. Note that critics
correspond to negative distance, so the maximum corresponds to being pessimistic. Finally,
we convert the resulting CDF back into a PDF and return the corresponding expected dis-
tance. While this method has neat connections to second-order stochastic dominance and
risk-averse expected utility maximizers (Hadar & Russell, 1969), we found that it worked
quite poorly in practice.
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