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ABSTRACT

We introduce VATE: a method for fast adaptation in multi-task reinforcement
learning settings, where different tasks are different Markov Decision Processes
(MDPs) with different reward and/or transition dynamics. We represent an MDP
using a stochastic latent variable, and learn to perform approximate inference over
this embedding given the agent’s experience in an MDP. This posterior expresses
a belief over which MDP the policy is in, and can be used by the policy to trade
off exploration and exploitation when selecting actions. We present preliminary
results showing that VATE outperforms existing approaches, and that the agent
uses the approximate task posterior to explore systematically in a gridworld.

1 INTRODUCTION

One key challenge in reinforcement learning (RL) is sample efficiency: learning new tasks fast with
only few environment interactions. Many successful RL methods require vast amounts of training
data and are tailored to a single task, such as playing Atari games (Mnih et al.,|2013)) or manoeuvring
a helicopter (Abbeel et al.l |2007). A promising approach to producing more versatile RL agents is
meta-learning, or learning to learn (Thrun & Pratt, [1998; |Schmidhuber, [1987). Here, learning takes
place at two different time scales: fast learning on individual tasks, and slow meta-learning across
tasks. This enables learning how to guickly adapt to a previously unseen task with little data.

The optimal action-selection strategy that trades off exploration and exploitation can in principle be
computed within the framework of Bayes Adaptive Markov Decision Problems (BAMDPs) (Duff &
Bartol [2002). In BAMDPs, the goal is to learn a distribution over the task, and given a posteriori
knowledge of the task, compute an optimal action. This, however, is hopelessly intractable for most
problems. In this paper, we apply the idea of learning a distribution over MDPs in a meta-learning
setting. We represent the MDP using a learned, low-dimensional stochastic latent variable, called
variational task embedding (VATE). Because we grant the policy access to the posterior distribution
over those task embeddings, it can learn to take the optimal action under task uncertainty.

VATE updates this approximate posterior online while the agent interacts with the environment,
allowing it to switch naturally between exploration and exploitation. This stands in contrast to
methods with separate phases for data collection, policy update, and execution (such as MAML
(Finn et al [2017)). Notably, in a sparse reward setting, VATE is able to start inferring information
about the task before collecting rewards.

On a grid-world environment, we illustrate how VATE performs approximate inference over which
task it is in, online while interacting with the environment. We visualise how the agent uses the
approximate task posterior to explore the task space systematically, and show that VATE outperforms
existing methods that rely on recurrent policies (Wang et al.|[2016; Duan et al.,[2016).
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2 PROBLEM SETTING

We define a single reinforcement learning task as a Markov Decision Process (MDP) M =
(S, A, R, T, Ty), where S is a set of states, A is a set of actions, R(7¢41]|S¢, at, St+1) is a reward
function, T'(s¢11]8¢, a¢) is a transition function, and Ty (o) is an initial state distribution. In a single
task setting, the goal is to learn a policy 7 that maps states s € S to actions a € A in order to max-

imise the expected cumulative reward J under 7, J (1) = Eq, 7.~ Zio YV R(res1|8t, at, Se41)]

where H € N is the horizon and v € [0, 1] is the discount factor. In this paper, we consider a
multi-task setting defined by a distribution over MDPs, p(M), where for each M; ~ p(M) we have
M; = (S, A, R;,T;,T; ). This distribution is not explicitly known, but we can sample from it to
train our policy. The reward and/or transition function can vary across tasks, and typically some
structure is shared across tasks. In the multi-task setting, we seek a policy 7 that can adapt quickly
to any of the MDPs from the distribution p(M).

3 VATE

In principle, the exploration-exploitation issue can be settled by taking a Bayesian approach to Re-
inforcement Learning (Bellman, |1956; |Duff & Barto, |2002). Here, an explicit posterior over model
parameters is maintained and used for action selection. We make use of this idea in the following.

We choose to represent an MDP M; by a stochastic latent variable m; called a variational task
embedding (VATE). We choose m; such that we can have transition and reward functions that are
shared across MDPs, so long as they are conditioned on an MDP’s embedding m;. For a given MDP
M; we thus rewrite

Ri(TtH\Sn ag, 5t+1) = R/(rt+1|5t7at» 3t+1§mi)a (D
Ti(Se41]5t, a) = T (Se41]5¢, ag; my), (2)

where R’ and T" are generalised reward and transition functions that are shared across tasks. In
many problems, this embedding has a particular meaning (e.g., a goal position in a maze, or leg
length of a humanoid). If we had access to the true m;, we could train a policy that conditions on
this embedding, and is otherwise fixed across tasks.

Instead, we need to infer m; given the agent’s experience up until time step ¢ collected in the MDP
M;

T;(tZ) = (807 ag,T1,51,01,72,++.,St—1,0¢—1,T¢, St)7 (3)
i.e., we want to infer the posterior distribution p(mi|7':(ti)) over m,; given T:(ti). In the following, we
will drop the sub- and superscript ¢ for ease of notation.

Recall that our goal is to learn a distribution over the environment, and given a posteriori knowledge
of the environment compute the optimal action. Given the above reformulation, it is now sufficient to
reason about the embedding m, instead of the transition and reward dynamics. Given the posterior
distribution the policy can (in theory) optimally trade off exploration and exploitation.

3.1 HYPER-STATES

Given the above formulation, we augment the state s; at time step ¢ with the posterior over m
(e.g., for a normal distribution by representing it by its mean and standard deviation), such that
m(a¢|st, q(m|7.¢)). This formulation is similar to that of the Bayes-Adaptive MDP (Duff & Barto,
2002)), with the difference that we learn a distribution over MDP embeddings, instead of the transi-
tion/reward function directly. This makes learning easier since the number of parameters to perform
inference over is smaller, and we can use data from all tasks to learn the shared reward and transition
function. We call augmented states [s;, ¢(m|7.¢)] hyper-states following the BAMDP literature.

3.2 APPROXIMATE INFERENCE

Estimating the true posterior is typically not possible: we do not have access to the MDP (and
hence the transition and reward function), and marginalising over tasks is computationally infeasible.
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Consequently, we need to learn a model of the environment py(m, 7.g|a. 1), parameterised by 6,
together with an amortised inference network g, (m|7.), parameterised by ¢, which allows fast
inference at runtime at each timestep ¢. Note that the action-selection policy is not part of the MDP,
so an environmental model can only give rise to a distribution of trajectories when conditioned on
actions. We typically draw a; ~ 7 from our current policy. Our model learning objective is thus

Eoar,7.5) log po(T.mr|a.r—1)] 4
where p(M, 7.57) is the trajectory distribution induced by our action-sampling policy in the environ-
ment and we slightly abuse notation by denoting by 7 the state-reward trajectories, excluding the
actions. In the following, we will drop the conditioning on a.z—; to unclutter notation. To optimise

Equation @]), which is intractable, we can use a learned approximate posterior ¢,(m|7.) to find a
lower bound which can be estimated by Monte Carlo sampling:

1 XH:E {logm(mm)%(mﬁt)}
H £ e [Ty (ml ) o (m] )

EP(M,T;H) [logpe(T:H)] = Ep

H
=5, | 2 3 KL (olmlr) lp(mlran)) + By, logpo(raglm)] — KL <q¢<m|f:t>pe<m>>]
1 ) 1 &
2 E, | 37 2B llogpo(rinlm)] = KL (o(mlr)lpo(m) | =, | 73 BLBO - ()

The inequality in the last line arises due to the KL-divergence being non-negative with equality if
and only if g4(m/|7.;) matches the true posterior pg(m|7.;) for all ¢. Since the resulting sum over
evidence lower bounds (ELBOs) is a lower bound to the original objective, it can be used as an
optimisation target instead. The term E,[log p(7.;r|m)] is often referred to as the reconstruction
loss, and p(7.¢/m) as the decoder. The term K L(q(m|7.)||pe(m)) is the KL divergence between
our variational posterior ¢, and the prior over the embeddings pg(m). For sufficiently expressive
decoders, we are free to choose pg(m). We follow the widely used approach of setting pp(m) =

N(0,1).

The reconstruction term log p(7.;r|m) factorises as

log p(T.|m, a.m—1) = log p((s0,70, - -, St—1,Tt—1,5¢)|M, @.1r—1) (6)
H-1
= log p(so|m) + Z [log p(si+1]si, ai, m) + log p(rita|si, ai, siv1,m)].
i=0

Here, p(so|m) is the initial state distribution T}, p(s;+1]s:,a;;m) the transition function 7", and
p(rit1|8e, ag, Si41; m) the reward function R'. From now, we include ¢ in 7" for ease of notation.

3.3 TRAINING OBIJECTIVE

We can now formulate a training objective which allows us to learn the approximate posterior distri-
bution over task embeddings, the policy and the generalised reward and transition functions R’ and
T’. We use deep neural networks to represent the individual components. These are:

1. The encoder g4 (m|T.), parameterised by ¢.

2. An approximate transition function T} (s;41|s;, a;; m) and an approximate reward function
Ry (7it+1]8¢, at, Si+1;m) which are jointly parameterised by 6.

3. A policy my (a¢|st, go(m|7.1)) parameterised by ¢ (note the dependency on ¢).

Our overall objective is to maximise

H
£(6,0.9) =Eyar) | T (4,¢) + AE, Y | ELBOW(9,0) | . ™
t=0
The parameter A\ weights the supervised model learning objective against the RL loss. This is nec-
essary because parameters ¢ are shared between the model and the policy. Expectations are approx-
imated by Monte Carlo samples, and the ELBO can be optimised using the reparameterisation trick
(Kingma & Welling| [2013). The network architecture is shown in Figure[I]
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Figure 1: VATE: A trajectory of states, actions and rewards is processed online using an RNN to
produce the posterior over task embeddings, gs(m|7). The posterior is trained using a decoder
which attempts to predict future states and rewards from current states. The policy conditions on the
posterior in order to act in the environment and is trained using RL.

4 RELATED WORK

Meta Reinforcement Learning. A prominent model-free approach to meta-learning is to utilise the
dynamics of recurrent neural networks for fast adaptation, an idea concurrently proposed by Wang
et al.| (2016) and Duan et al.| (2016) for reinforcement learning. At every time step, the network
gets an auxiliary input indicating the agent’s action and received reward of the preceding step. This
allows learning within a task to happen online, entirely in the dynamics of the recurrent network.
Compared to VATE, there is no stochastic latent variable, and no decoder part to reconstruct the
transition and reward function. We expect that learning a distribution over task embedding can help
the policy better trade off exploration and exploitation. The decoder can further act as an auxiliary
task which helps learning (Jaderberg et al.,|2016). Another popular approach to meta RL is to learn
an initialisation of the network parameters, such that at test time, only a few gradient steps are
necessary to achieve good performance (Finn et al.| [2017; Nichol & Schulman, 2018)). A recent
extension accounts for the fact that the initial policy needs to explore (Stadie et al., 2018)).

Skill / Task Embeddings. Learning task or skill embeddings for meta / transfer reinforcement
learning has been done in a variety of settings. [Hausman et al.| (2018)) learn an embedding space
of skills using approximate variational inference (using a different lower bound than VATE). At test
time the policy is fixed, while a new embedder is learned which can interpolate between already
learned skills. |Arnekvist et al.| (2018) learn a stochastic embedding of optimal Q-functions for
different skills, such that the policy can be conditioned on (samples of) this embedding. When
learning a new task, adaptation has to be done only in latent space. |Co-Reyes et al.| (2018)) uses
the idea of encoding skill embeddings in the setting of hierarchical reinforcement learning. They
learn a latent space of low-level skills which can be controlled by a higher-level controller. This
embedding is learned using a VAE to encode state trajectories and decode states and actions. In
imitation learning, an expert demonstration can be embedded to represent the task, e.g.,[Wang et al.
(2017) who use variational methods or|Duan et al.|(2017) who learn deterministic embeddings.

In contrast, VATE learns an embedding of the MDP (i.e., the reward and transition function). Fur-
thermore, VATE conditions the policy on the posterior distribution instead of samples, allowing the
policy to reason about task uncertainty and trade off exploration and exploitation online.

Posterior Sampling. Posterior sampling (Thompson, (1933} |Strens, |2000; |(Osband et al.| [2013)
estimates a posterior distribution over MDPs (i.e., model and reward functions), in the same spirit
that VATE does. This posterior is used to periodically sample a single hypothesis MDP (e.g., at the
beginning of an episode or after a fixed number of steps), and the policy which is optimal for that
MDP is followed subsequently. Convergence to the optimal policy is achievable, however compared
to the full BAMDP setting this approach can be slow, and does not allow for the policy to take
task uncertainty into account. The point at which to re-sample a new hypothesis is hand-chosen,
prohibiting online adaptation of the agent’s exploration / exploitation strategy. Some recent deep
RL methods use stochastic latent variables for structured exploration (Gupta et al., 2018} Rakelly
et al.,|2019), although with a different (inference) framework that does not directly encode the MDP
(reward and transition function).
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Figure 2: Agent performance during training, averaged across 10 seeds, when evaluated on 10
random tasks. Goal position is fixed for three episodes, agent position each episode.

t=1 t=5 t=7 t=9 t=11 t=15 t=1 t=5 t=7 t=9 t=11 t=15
T T

L EE L

Episode 1
Episode 1
m
M
o

[N

. L [ 1] [] ] ] e x x x X x
g Fom e D e e T R T S 4 e a=E =
i i Sl TR
& & 3 (- [
L] ] 1 + E=: =t = +H +H
(a) VATE (b) Recurrent policy

Figure 3: Hand-picked but representative example test rollouts for VATE (a) and an RNN-based
policy (b). The red background indicates the posterior probability of receiving a reward at that cell.

5 EXPERIMENTS

We present preliminary experiments on a 5 x 5 gridworld, showing how the VATE policy balances
exploration and exploitation. The task is to go to a goal (selected uniformly at random). Crucially,
the goal is unobserved by the agent, inducing task uncertainty and necessitating exploration. The
goal can be anywhere except around the starting cell, which is at the bottom left. An episode length
is 15, with 3 episodes per task. Actions are: up, right, down, left, stay (executed deterministically).
The agent gets a sparse reward signal: —0.1 on non-goal cells, and +1 on the goal cell. The best
strategy is to explore until the goal is found, and stay on the goal or return to it when reset to the
initial position. We use the architecture of Figure[I] with a Gaussian ¢ and embedding size 10.

We compare VATE to approaches based on recurrent networks (Duan et al.,[2016;|Wang et al., 2016)
by using a similar architecture as in Figure[I} but with deterministic m and no decoder (with embed-
ding sizes 10 and 64). Figure 2] shows the learning curves for both approaches: VATE outperforms
RNN-based approaches by a large margin. We also conduct two ablation studies in which we either
don’t predict the future (i.e. training the decoder only on past transitions) or do not backpropagate
the RL loss through the encoder. We find that predicting entire trajectories as opposed to only past
and current observations is beneficial. Detaching the RL loss does not make a significant difference
for this toy problem. Figure [3a] shows the VATE policy’s behaviour at test time with deterministic
actions (i.e., all exploration is done by the policy). The red background visualises the posterior belief
by using the learned reward function. VATE learns the correct prior and adjusts its belief correctly
over time. It predicts no reward for cells it has visited, and explores the remaining cells until it finds
the goal. Figure [3b]shows that the recurrent policy explores less efficiently.

6 CONCLUSION

In this paper we presented VATE, a novel method for dealing with the problem of balancing explo-
ration and exploitation when performing action selection on new tasks. We use the meta-learning
framework to utilise knowledge obtained in related tasks, and perform approximate inference over
a learned, low-dimensional latent representation of the MDP. In preliminary experiments on a grid-
world, we showed that the policy learns to use the posterior over this latent representation to guide its
action selection, exploring the environment strategically. For future work, we are interested in scal-
ing our method up to more challenging tasks such as continuous domains and maze environments,
which are frequently used in meta-learning settings.
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