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ABSTRACT

Hierarchical Reinforcement Learning (HRL) methods attempt to address the scal-
ability issues of RL by learning policies at multiple levels of temporal abstraction.
Abstraction can be had by subgoal discovery, in concert with the learning of cor-
responding skill policies to achieve those subgoals. Many approaches to subgoal
discovery in HRL depend on the analysis of a model of the environment, but the
need to learn such a model introduces its own problems of scale. In this paper,
we present a novel method for subgoal discovery based on unsupervised learning
methods over the past experiences of an agent. Additionally, we offer biologically
inspired methods for learning representations in model-free HRL.

1 INTRODUCTION

The reinforcement learning (RL) problem suffers from serious scaling issues. Methods such as trans-
fer learning (Ammar et al., 2012; Singh, 1992; Taylor & Stone, 2009), and Hierarchical Reinforce-
ment Learning (HRL) attempt to address these issues (Barto & Mahadevan, 2003; Hengst, 2010;
Dayan & Hinton, 1992; Dietterich, 2000). HRL is an important computational approach intended to
tackle problems of scale by learning to operate over different levels of temporal abstraction (Sutton
et al., 1999; Parr & Russell, 1997; Krishnamurthy et al., 2016). The acquisition of hierarchies of
reusable skills is one of the distinguishing characteristics of biological intelligence (Botvinick et al.,
2009; Diuk et al., 2013; Badre et al., 2010), and the learning of such hierarchies is an important open
problem in computational reinforcement learning.

A number of approaches to HRL have been suggested. One approach focuses on abstraction over
the space of actions, or “options”, that appear repeatedly during the learning of a set of tasks (Sutton
et al., 1999; Levy & Shimkin, 2011; Fox et al., 2017; Bacon et al., 2017). Such frequently reused
subpolicies can be abstracted into skills that can be treated as individual actions at a higher level
of abstraction (Pickett & Barto, 2002; Thrun & Schwartz, 1995). A somewhat different approach
to temporal abstraction involves identifying a set of states that make for useful subgoals. This
introduces a major open problem in HRL: that of subgoal discovery. Some approaches to subgoal
discovery maintain the value function in a large look-up table (Sutton et al., 1999; Goel & Huber,
2003; Şimşek et al., 2005; McGovern & Barto, 2001), and most of these methods require building
the state transition graph, providing a model of the environment and the agent’s possible interactions
with it (Machado et al., 2017; Şimşek et al., 2005; Goel & Huber, 2003).

Once useful subgoals are discovered, an HRL agent should be able to learn the skills to attain those
subgoals through the use of intrinsic motivation — artificially rewarding the agent for attaining
selected subgoals (Singh et al., 2010; Vigorito & Barto, 2010). In such systems, knowledge of
the current subgoal is needed to estimate future intrinsic reward, resulting in value functions that
consider subgoals along with states (Vezhnevets et al., 2017). Such a parameterized universal value
function, q(s, g, a;w), integrates the value functions for multiple skills into a single function, taking
the current subgoal, g, as an argument.

It is important to note that model-free HRL, which does not require a model of the environment,
still often requires the learning of useful internal representations of states (Rafati & Noelle, 2019b).
When learning the value function using a nonlinear function approximator, such as a deep neural
network, relevant features of states must be extracted in order to support generalization at scale . A
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number of methods have been explored for learning such internal representations during model-free
RL (Tesauro, 1995; Rafati & Noelle, 2017; Mnih et al., 2015), and deep model-based HRL (Kulka-
rni et al., 2016; Li et al., 2017). However, selecting the right representation is still an open prob-
lem (Maillard et al., 2011).

In this paper, we investigate the integration of multiple mechanisms, including the learning of inter-
nal state representations, temporal abstraction, automatic subgoal discovery, and intrinsic motivation
learning, all within the model-free HRL framework. We propose efficient and general methods for
subgoal discovery using unsupervised learning and anomaly (outlier) detection. These methods do
not require information beyond that which is typically collected by the agent during model-free
reinforcement learning, such as a small memory of recent experiences (agent trajectories).

2 PROBLEM STATEMENT

In an RL problem, the agent should implement a policy, π, from states, S, to possible actions, A,
to maximize its expected return from the environment (Sutton & Barto, 2017). At each cycle of
interaction, the agent receives a state, s, from the environment, takes an action, a, and one time step
later, the environment sends a reward, r ∈ R, and an updated state, s′. Each cycle of interaction,
e = (s, a, r, s′) is called a transition experience. The goal is to find an optimal policy that maximizes
the expected value of the return, i.e. the cumulative sum of future rewards, Gt =

∑T
t′=t γ

t′−trt′+1,
where γ ∈ [0, 1] is a discount factor, and T as a final step. It is often useful to define a parametrized
value function Q(s, a;w) to estimate the expected value of the return. Q-learning is a Temporal
Difference (model-free RL) algorithm that attempts to find the optimal value function by minimizing
the loss function, L(w), which is defined over a recent experience memory, D:

L(w) , E(s,a,r,s′)∼D

[(
r + γmax

a′
Q(s′, a′;w)−Q(s, a;w)

)2]
. (1)

Learning representations of the value function is challenging for tasks with sparse and delayed re-
wards, since r = 0 for most experiences. Even if the agent accidentally visits a rare rewarding state,
where r > 0, the experience replay mechanism often fails to learn the value of those states (Mnih
et al., 2015). Another major problem in RL is the exploration-exploitation trade-off. Common ap-
proaches, such as the ε-greedy method, are not sufficiently efficient in exploring the state space to
succeed on large-scale complex problems (Bellemare et al., 2016; Vigorito & Barto, 2010). As a
simple example, consider the task of navigation in the 4-room environment with a key and a lock in
Figure 2(a). The agent is rewarded for entering the grid square containing the key, and it is more
substantially rewarded for entering the grid square with the lock after obtaining the key. The other
states are not rewarded. Learning even this simple task is challenging for a reinforcement learning
agent.

Our intuition, shared with other researchers, is that hierarchies of abstraction will be critical for
successfully solving problems of this kind. To be successful, the agent should represent knowledge
at multiple levels of spatial and temporal abstraction. Appropriate abstraction can be had by identi-
fying a relatively small set of states that are likely to be useful as subgoals and jointly learning the
corresponding skills of achieving those subgoals, using intrinsic motivation.

3 MODEL-FREE HIERARCHICAL REINFORCEMENT LEARNING

We introduce a unified method for model-free HRL. The major components of our framework, and
the information flow between them, are sketched in Figure 1 (a). Inspired by Kulkarni et al. (2016),
we start by using two levels of hierarchy (Figure 1(b)). The more abstract level of this hierarchy
is managed by a meta-controller which guides the action selection processes of the lower level
controller. Separate value functions are learned for the meta-controller and the controller.

At time step t, the meta-controller receives a state observation, s = st, from the environment. It
has a policy for selecting a subgoal, g = gt, from a set of subgoals, G. In our implementation, this
policy arises from estimating the value of each subgoal, Q(s, g;W), and selecting the subgoal of
highest estimated value. With the current subgoal selected, the controller uses its policy to select
an action, a ∈ A, based on the current state, s, and the current subgoal, g. In our implementa-
tion, this policy involves selecting the action that results in the highest estimate of the controller’s
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(a) (b)

Figure 1: (a) The information flow in our unified model-free hierarchical reinforcement learning
framework. (b) Temporal abstraction in the meta-controller/controller architecture.

value function, q(s, g, a;w). Actions continue to be selected by the controller while an internal
critic monitors the current state, comparing it to the current subgoal, and delivering an appropriate
intrinsic reward, r̃, to the controller on each time step. Each transition experience, (s, g, a, r̃, s′), is
recorded in the controller’s experience memory set, D1, to support learning. When the subgoal is
attained, or a maximum amount of time has passed, the meta-controller observes the resulting state,
st′ = st+T+1, and selects another subgoal, g′ = gt+T+1. The transition experience for the meta-
controller, (s, g,G, st′) is recorded in the meta-controller’s experience memory set,D2. For training
the meta-controller value function, we minimize a loss function based on the reward received from
the environment, L(W) , E(s,g,G,st′ )∼D2

[(
G + γmaxg′ Q(s′, g′;W) − Q(s, g;W)

)2]
, where

G =
∑t+T

t′=t γ
t′−trt′ is the return between the selection of consecutive subgoals. The controller im-

proves its subpolicy, π(a|s, g), by learning its value function, q(s, g, a;w), over the set of recorded
transition experiences. The controller updates its value function approximator parameters, w, so as
to minimize its loss function, L(w) , E(s,g,a,r̃,s′)∼D1

[(
r̃+γmax′a q(s

′, g, a′;w)−q(s, g, a;w)
)2]

.
Intrinsic motivation learning is the core idea behind the learning of the value function for the con-
troller. The intrinsic critic in this HRL framework can send much more regular feedback to the
controller, since it is based on attaining subgoals, rather than ultimate goals. As an example, our im-
plementation typically assigns an intrinsic reward of +1 when the agent attains the current subgoal,
g, and−1 for any other state transition. Identifying a good set of candidate subgoals is an additional
prerequisite for success, and it is discussed next.

4 UNSUPERVISED SUBGOAL DISCOVERY

The performance of the meta-controller/controller framework depends critically on selecting good
candidate subgoals for the meta-controller to consider. In our framework, a subgoal is a state, or a
set of related states, that satisfies at least one of these conditions: (1) It is close (in terms of actions)
to a rewarding state. (2) It represents a set of states, at least some of which tend to be along a state
transition path to a rewarding state. Our strategy involves applying unsupervised learning methods
to a recent experience memory,D, to identify sets of states that may be good subgoal candidates. We
focus specifically on two kinds of analysis that can be performed on the set of transition experiences.
We hypothesize that good subgoals might be found by (1) attending to the states associated with
anomalous transition experiences and (2) clustering experiences based on a similarity measure and
collecting the set of associated states into a potential subgoal. Thus, our proposed method merges
anomaly (outlier) detection with the K-means clustering of experiences. The unsupervised subgoal
discovery method is summarized in Algorithm 1. See Rafati & Noelle (2019a) for more details.

The anomaly (outlier) detection process identifies states associated with experiences that differ sig-
nificantly from the others. In the context of subgoal discovery, a relevant anomalous experience
would be one that includes a substantial positive reward in an environment in which reward is sparse.
We propose that the states associated with these experiences make for good candidate subgoals. For
example, in the rooms task, transitions that arrive at the key or the lock are quite dissimilar to most
transitions, due to the large positive reward that is received at that point (see Figure 2 (b-d)). In dif-
ficult computer games like Montezuma’s Revenge, whenever the agent enters a new room, the new
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Algorithm 1 Unsupervised Subgoal Discovery Algorithm
for each e = (s, a, r, s′) stored in D do

if experience e is an outlier (anomaly) then
Store s′ to the subgoals set G
Remove e from D

end if
end for
Fit a K-means Clustering Algorithm on D using previous centroids as initial points
Store the updated centroids to the subgoals set G

state becomes very different than the states from the previous room, allowing an anomaly detection
method to identify the door that leads to a new room as a potentially useful subgoal.

The idea behind using the clustering of experiences involves both “spatial” state space abstraction
and dimensionality reduction with regard to the internal representations of states. If a collection of
transition experiences are very similar to each other, this might suggest that the associated states are
all roughly equally good as subgoals. Thus, rather than considering all of those states, the learning
process might be made faster by considering representative states (or smaller sets of states), such as
cluster centroids, as candidate subgoals. Furthermore, using a simple clustering technique like K-
means clustering to find a small number of centroids in the space of experiences is likely to produce
centroid subgoals that are dissimilar from each other. Since rewards are sparse, this dissimilarity will
be dominated by state features. For example, in the rooms task, the centroids of K-means clusters,
with K = 4 (Figure 2 (b)), lie close to the geometric center of each room, with the states within
each room coming to belong to the corresponding subgoal’s cluster. In this way, the clustering of
transition experiences can approximately produce a coarser representation of state space, in this case
replacing the fine grained “grid square location” with the coarser “room location”.

We have implemented this approach as an artificial neural network, shown in Figure 2 (e). The
meta-controller value function receives a one-hot encoding of the current state, computed by con-
verting the current state to the index of the corresponding subgoal. The meta-controller outputs a
one-hot encoding of the best subgoal. The controller receives a Gaussian-blurred representation of
current state variables (Cartesian coordinates) gated by the current subgoal, and it produces a sparse
conjunctive encoding over hidden units using a k-Winners-Take-All mechanism, akin to lateral in-
hibition in cortex (Rafati & Noelle, 2015; O’Reilly & Munakata, 2001). This is then mapped onto
the controller value function output for each possible action. Most of the existing subgoal discovery
methods focus on finding the doorways (funnel type subgoals) (Goel & Huber, 2003; Şimşek et al.,
2005). With K = 4, the doorways can be discovered as boundaries between adjacent clusters. Note
that our method is not strongly task dependent, so the choice of K is not crucial to the learning of
meaningful representations. The results of clustering for different values of K are shown in Figure
2 (b-d). The average return for the unified HRL method, and regular RL is shown in Figure 2 (f).

We have also applied this method to the difficult ATARI 2600 game called Montezuma’s Revenge.
Discovered subgoals are shown in Figure 3 (a) and results in (b-c). In this game, the controller was
initially trained to navigate the man in red to random regions on the screen (i.e., random subgoals).
Using this strategy, the agent learned navigation skills and recorded anomalous states: key and doors.
Also, K-means clustering found useful subgoal regions, such as ladders, stages, and the rope. Using
HRL with these discovered subgoals solved the room, while deep Q-learning networks (Mnih et al.,
2015) could not. See Rafati & Noelle (2019a;c) for more details on numerical simulations, and
mathematical interpretations behind the unsupervised subgoal discovery method.

This work has been inspired, in part, by theories of reinforcement learning in the brain. These the-
ories often involve interactions between the striatum and neocortex. There is some evidence that
temporal abstraction in HRL might map onto regions within the dorsolateral and orbital prefrontal
cortex (PFC) (Botvinick et al., 2009), allowing the PFC to provide hierarchical representations to the
basal ganglia. More recent discoveries reveal a potential role for medial temporal lobe structures,
including the hippocampus, in planning and spatial navigation (Botvinick & Weinstein, 2014), uti-
lizing a hierarchical representation of space (Chalmers et al., 2016). There are also studies of inter-
actions between the hippocampus and the PFC that are directly related to our unsupervised subgoal
discovery method. Preston & Eichenbaum (2013) illustrated how novel memories (like anomalous
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Figure 2: (a) The 4-room task with a key (r = +10) and a lock (r = +40). (b-d) The results of the
unsupervised subgoal discovery algorithm with anomalies marked with black Xs and centroids with
colored ones. The number of K-means clusters was set to (b) K = 4, (c) K = 6, (d) K = 8. (e)
Integrated meta-controller and controller network architecture. (f) The average episode return.
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Figure 3: (a) The results of the unsupervised subgoal discovery algorithm in the first room of Mon-
tezuma’s Revenge. Blue circles are the anomalous subgoals and the red ones are the centroids of
clusters. (b) The average game score. (c) The success of the controller in reaching subgoals.

subgoals) could be reinforced into permanent storage. Additionally, their studies suggest how PFC
may be important for finding new meaningful representations from memory replay of experiences.
This phenomena is similar to our clustering of experience memory.

5 CONCLUSIONS

We have proposed a novel method for subgoal discovery, using unsupervised learning over a small
memory of the most recent experiences of the agent. Unsupervised subgoal discovery is integrated
with the intrinsic motivation learning of a controller (low level learner), and the discovered subgoals
provide rich representations to be considered by a meta-controller (high level learner). This results in
a unified model-free HRL framework that incorporates the learning of useful internal representations
of states, automatic subgoal discovery, intrinsic motivation learning of skills, and the learning of
subgoal selection by a meta-controller.
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